Solutions – Chapter 01
Exercise 1.1:  Explain in your own words why latent learning seems to be incompatible with the two basic assumptions of behaviorism.  Latent learning appears to take place in the absence of conditioning processes (association and reinforcement), and hence in the absence of conditioning.  Consider the insight experiments.  The rats that did not initially receive a reward were learning about their environment, but there were no conditioned stimuli being paired with unconditioned stimuli, and none of their behaviors were being rewarded or punished.

Exercise 1.2:  Explain in your own words why the experimental results seem to show that rats engage in place learning rather than response learning.  Rephrase description in book at pp. 21-2.
Exercise 1.3:  Give your own example of a hierarchically organized behavior.  Navigating a busy intersection, or making a cup of coffee. 
Exercise 1.4:  Think of an example of a genuine algorithm, perhaps from elementary arithmetic or perhaps from everyday life.  There is an algorithm for navigating a four way stop.  There is also an algorithm for playing a faultless game of TIC TAC TOE.
Exercise 1.5:  Explain in your own words why the Church-Turing thesis entails that any computer running a program is simply a large and fast Turing machine.  Because a computer program is an algorithm, the Church-Turing thesis entails that there is a Turing machine that does whatever the computer is doing.  The key is that these two machines are functionally equivalent.  Given any input, both will return the same output.  So there is a sense in which the computer is just a better (faster, more efficient, more user-friendly) version of the Turing machine.

Exercise 1.6:  Explain in your own words the difference between these two sentences.  [“Susan is easy to please” and “Susan is eager to please.”]  Why are their phrase structures different?  We could restate the first sentence as “People easily please Susan” and the second as “Susan eagerly pleases people.”  Susan is the object of action in the first sentence, but the subject in the second.  The sentences’ phrase structures are different because the first involves a transformation that switches subjects and objects.

Exercise 1.7:  Write out an algorithm that carries out the active-passive transformation rule.  Make sure that your algorithm instructs the person/machine following it what to do at each step.  Given a sentence of the form NP1 + AUX + V + NP2,

(1) Write NP2.

(2) Write AUX to the right of NP2.

(3) Write “been” to the right of AUX.

(4) Write V to the right of “been.”

(5) Write “by” to the right of V.

(6) Write NP1 to the right of “by.”

(7) Stop.

Exercise 1.8:  Think of an informal experiment that you can do to illustrate the significance of chunking information.  Companies often translate their phone numbers into words to make them easier to remember (237-876-6337 becomes BEST ROOFER).  Have one group of participants remember 10-digit numbers, and another those numbers translated into words.
Exercise 1.9:  Give an example in your own words of selective attention in action.  Incorporate as many different aspects of Broadbent’s model as possible.  You are probably sitting in a chair as you read this, but not attending (until now!) to the pressure of the chair on your body.  A selective filter was blocking out the information from your pressure receptors before it reached the limited capacity channel.  (The information was only making it to the short-term store.)  Now the selective filter is letting the information through to the limited capacity channel, and it is reaching awareness.

